SOLUTION OF
SYSTEM OF LINEAR
EQUATIONS

Lecture 1: (a) Gauss Elimination
method (general).
(b) Gauss Elimination

method (particular case).



In this section, we shall discuss about the numerical computation of the

solution of a system of n linear equations of the form

A% +aDX, F v +alx =h"

AX 4 ADX, F v, +allx =b

AU, +AUX oo +alx —p¥

where a;'s (i,j=1,2,.....,n) are the coefficients of the unknowns x,, X,,.............. X, and
b's(i=12 .o ,n) are constants.

In matrix notation, this can be written in the form

Ax=b
a2l g X,
1) 5O (1) X
Where A | 821 Bz %n | s an (n x n) matrix. x=| 2| is a
a al a X,
b
. b | . . .
(n x1) matrix of unknowns and b=| % | is a (n x1) matrix of prescribed
&

constants.

We assume that det A=0, so that the system of n linear equations in
n-unknowns has a unique solution. Our aim is to compute n-unknown components

Xs Xy yeveensnininnns X,, up to desired degree of accuracy.



The methods for solving the system of linear equation can be

categorized into two groups:

1. Direct Method, (or exact method), where we obtain the solution through

a finite number of arithmetic operations, for example, Gauss Elimination
method, Crout's method.

2. Interactive Method, where a sequence of successive approximations,

obtained, which converges to the required solution, up to some desired

degree of accuracy, for example, Jacobi's method, Gauss Seidal method.

Gauss-Elimination Method

It is a direct method for finding the solution or the values of unknown of a

system of linear equations and is based on the principle of elimination of unknown

In successive steps. We first discuss the method considering n-equations and then

we shall consider in particular, 3-equations with 3-unknowns.

We consider a system of n-linear equations with n-unknowns as:

1 1 1 1 1 1 1

al(l)x1 + ai(z)x2 + al(g)x3 + a1(4)x4 F + ai(’g_lxn_1 + ai(,n)xn = bl( )

aldx, +al)x, +aldx, + X, + oo, +al) x  +allx =b
1 1 1 1 1 1

aél)x1+a§2)x2 +a§3)x3+a§4)x4+ .................... +a§g X 1+a§)x —b§) )
1 1 1 1 1 1 1

a'r(1—)1,1xl + ar(1—)l,2x2 + ar(1—)1,3x3 + ar(1—)1,4x4 Tt + ar(1 )1 n 1Xn -1 + alg )1 an = brg—)l

aglle + a‘r(1l,)2X2 + ar(11,1)%x3 + afll,lx4 Tt + ar(1 ?1 1Xn -1 + a'n an - b

where ai(jl) 's(i, j=1 2, 3......... ,n) are the coefficient of unknowns and

bY's(i,=1, 2, 3. ,n) are prescribed constants.



Let aﬂ) # 0. Now multiplying the first equation successively by

(1) (1)
(1) ( m21) - (1) ( mgl) - (1) ( m41) ............. ,

aﬁl_)ll
- (1)' (: mnfl,l) a(l)( mnl)

and adding respectively with 2", 3 4™ . (n-1)" and n" equations of the system

we get,
alVx +alx, +alVx, +alx, + oo, +a x ,+alx, =b® |
aldx, +al%, + 2%, + oo, +al?) x, , +al)x, =h
2 2 2 2 2 2
agz)xz + aga)x3 + a:(4.4)x4 T + ag,n)—lxn—l + aén) X, = b?E ) ()
al? x, +al® .x, + a,(f)l, I P S +al?)  x,+a® x, =b?
al2)x, +a%x, + @)X, + o +al) X, +alx, =b? |
where
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a® — a0 _ ay) ay) a® — a0 _ ay)-ay .
32 32 RE 33 @) ,
all 1
1) 4@ © 4@
2 1) dp.a 2 1) a.
a'r(12) = ar(12) —— (1)12 ] ar(]g) = ar(13) — - O : yerrreneaas ,
11 1
OING; OING
@ _po _ B8 a @ _po B2
b =625 o b =p - Tﬂ .............. .

It is clear from the system (2) that except the first equation, the rest (n — 1)

equations are free from the unknown x;.



Again assuming ag? = 0, multiplying second equation of the system (2)

successively by

(2) (2) (2) ()
a32 ( a42 an—1,2 an,2
—22(=my, ), 2 (=M, ) s 2 (=M, ) =2 (=M )
2 32 2 42 2 n-1,2 2 n,2
aj; aj; aj; aj;
and adding respectively to 3", 4™ .......... ,(n—1)" and n" equation of the system (2)
Wwe get,
1 1 1 1 1
alVx +alx, +allx, +allx, + .o, +a x , +a%x, =b®
aldx, + a2 %, +alX, + oo +al) X, +alx, =h?
aldx%, + 2%, + oo, +al¥ x, ,+alx, =b’
ald%, + @)X, + oo, +al) x,, +allx, =b 3)
3 3 3 3 3
ar(w—)13x3 + ar(1 )1,4X4 T + ar(1—)1,n Xt ar(1—)1,n X, = brg—)l
L%, + @)X, + s +a® x  +a¥x =b

Here also, we observe that 3, 4™ up to n™ equations of the system (3) are free the
unknowns X, X,.
Repeating the same procedure of elimination of the unknowns, lastly we get

a system of equation which is equivalent to the system (1) as:

1 1 1 1 1
alVx, +aldx, +alVx, +alx, + oo +a x ,+alx =b®
aldx, + 2%, +a X, + oo, +al?) x, , +allx, =h
3 3 3
A%, + 8 X, o g, X, +agx, =bl
4 4
L)X, + e, +a§n)1xn1+a§n) x. =b{" (4)




The non-zero (by assumption) coefficients aﬂ, a? a% . af]

5y 1 Qg s of the system of

equations are known as pivots and the corresponding equations are known as
pivotal equations. Please note if any of the coefficients aﬂ, ) (3), ........ ag?g are

zeros, then the system has to be reshuffled so that they are non-zeros.
Now we can get easily calculate the solution of the system of equations (4)

as follows: First we find x, from nth equation, then x., from (n—l)th equation
after substituting x, and then successively we shall get all the unknowns

Xps Xoy Xgyerernns , X, (by the method of back substitution).

Gauss Elimination Method (Particular Case)

In this article we now consider a system of 3-equations with 3-unknowns for better
illustration to the readers.
A system of 3-equations with 3-unknowns is given by
aﬁ) X+ al(;) X+ al(il’,) X3 = bl(l)
8, +ag) X, +ag)%; = by’ (5)

1 1 1 1
agl) X+ agz) X, + ags) X3 = bs() )

where a{"*s(i, j=1,2,3) and b 's(i =1,2,3) are known constants.

@
Let a® =0. Multiplying the first equation of (5) successively by —% and
&

1

(1)
—ill) adding respectively with 2" and 3 equation we get, the system as:
1

al)x, +ab'x, +afx, =h{"
ag) X, + a§3 X3 = bz (6)

2 2 2
agz)xz + a§3)X3 = bé )



where

o_ayay o _ o blay
23 o 2 = m)
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Let a,,’ #0, Multiplying the second equation by —% and adding with the 3"
a22
equation of the system (6) we get,
allx +aldx, +allx, =bl
aly'x, + 2%, = b}’ (7

o=t

(2) 5(2)

where al¥ =a? — %z %2
NGL

22

The non-zero constants (by assumption) af, al? and a2 are called pivots

and the corresponding equations are called the pivotal equations. Now the value of

the unknown X, can be obtain easily from the third equation, which can be
substituted in the second equation to obtain X,. Substituting x,, X, in the first
equation x, also be determined. Thus, all the unknown are completely known by

the method of back substitution.



