KUBERNETES PRIMER

An INTRODUCTION to CONTAINER ORCHESTRATION TOOL
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Need for Kubernetes

To manage distributed (micro-service based) application & services , their is a need to
enable clustering of containers to would provide easy manageability, scalability & \

agility across the entire Cloud platform. Kubernetes, as an container management \
solution perfectly fits into the Orchestration solution for automating deployment, “\
scaling and management of containerized applications. \

Kubernetes is originally designed by Google and is now maintained by the Cloud \
Native Computing Foundation. It aims to provide a platform for automating

deployment, scaling, and operations of application containers across clusters of hosts.

It works with a range of container tools, including Docker, Rockt, CoreOS.

One of the key components of Kubernetes is, it can run application on clusters of
physical and virtual machine infrastructure. It also has the capability to run

applications on cloud. It helps in moving from host-centric infrastructure to container-
centric infrastructure.
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Kubernetes — Master & Node
Structure
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