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HADOOP MULTINODE INSTALLATION

MASTER IMAGE INSTALLATION

JAVA INSTALLATION:
1. Download Java from oracle website-
http://www.oracle.com/technetwork/java/javase/downloads/jdk7-downloads-

1880260.html

2. Copy JDK(java development toolkit) tar file to Server Using Winscp

E % I_j- Synchronize | Bl @ @ @ gﬂ Queue ~ - Transfer Settings Default - & -
[ hdfs@192.168.204.137 d Mew Session
&2, C: Local Disk B = D& % hdfs - = 2 & [BFindFiles T
& (& & [w
C:\Users\db2admin\Downloads /home/hdfs
Name ° Size Type Changed * ||| Name ‘ Size Changed Rights Owner
Bl jok-7u79-linux-i586.9z 151,146 KB WinZipper 10/2/2015 11:52:51 PM . 10/2/2015 9:48:51 PM PWHF-XI-X root
| £:jdk-8ud5-windows-i5.. 180,190 KB Application 8/172015 7:54:26 PM .cache 10/2/201510:10:19 PM W hdfs
mJetSynthesys,CDurse,... 299 KB Adobe Acrobat 0.  8/16/2015 2:58:40 PM || .bash_logout 1KB 10/2/20159:48:51 PM PW-F--F-- hdfs
mJetSynthesys,CDurse,... 299 KB Adobe Acrobat 0. 8/5/2015 11:50:45 AM || .bashrc 4 KB 10/2/20159:48:51 PM - hdfs
B learningl ppt 876 KB Microsoft PowerP...  8/25/2015 9:09:19 AM L |.profile 1KB 10/2/20159:48:51 PM - hdfs
@machmeleammgfnrd.” 1190 KB Adobe AcrobatD..  8/16/2015 5:33:31 PM L |.sudo_as_admin_succ.. 0KB 10/2/201510:10:39 PM W-r--r-- hdfs
®Mainframe Design of ... 35KB  Microsoft Word D..  11/24/2013 12:31:07 PM B jok Tu79 - linuwc 15869z 151,146 KB 10/2/2015 11:52:51 PM PW-TW-F-- hdfs
B Man(ne-S470697 (1).... 1141 KR WinRAR 71P archive  11/25/2013 @:32:03 PM



http://www.oracle.com/technetwork/java/javase/downloads/jdk7-downloads-1880260.html

HADOOP MULTINODE INSTALLATION
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MASTER IMAGE INSTALLATION

G 3. Verify if JDK is successfully moved to Server location

4. Extract it to common location i.e “/usr/local”, so that it will be accessible to
all users.

5. Set the path in .bashrc profile of user(this step will be done later when user
will be created specific to hadoop installation)
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6. Either Re Login to hduser user after making above .bashrc changes to get reflected
or use” source .bashrc “ of user hduser in bash shell.Run following command to
check which version of Java is correctly installed.



ADDING USER and GROUP SPECIFIC TO BIG DATA COMPONENTS:

1. Add new group hadoop

2. Add new user named hduser and associate it with group hadoop.
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MASTER IMAGE INSTALLATION

Configure SSH to create password less connection.(This will be done using RSA algo, which
will generate public(id_rsa.pub) and private(id_rsa) key .Now if this node wants to connect
with any other node using password less connection, then public key needs to be transferred to

other node)
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MASTER IMAGE INSTALLATION

df=#

° Enable SSH access with this newly generated password less connection keys.
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hdfs@hadoopmaster:™5 su — hduser
Password :

lduserﬁhaduupmaster:”$ cat $HDHE/.SSh/id_r3a.pub b $HDHE/.Ssh/authurized_kegs
duser@hadoopnaster: ™5

e Login to localhost using ssh and see if you are successfully able to logged in.
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e CHAGING HOSTNAME TO MASTER AND SLAVE

Note: Master will act as Namenode, while Slave as Datanode.
1. Renaming Hostname for Master as Hadoopmaster, in “/etc/hostname” file as root user.

hadoopmaster

Note: Slave will be configured later after Master completes its configuration successfully.
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a Hadoop Installation

1. Download Hadoop 2.6.1 tar image using below link-

http://www.apache.org/dyn/closer.cqi/hadoop/common/hadoop-2.6.1/hadoop-2.6.1.tar.qz

2. Extract it to common location i.e “/usr/local”, so that it will be accessible to all
users.



http://www.apache.org/dyn/closer.cgi/hadoop/common/hadoop-2.6.1/hadoop-2.6.1.tar.gz
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3. Change owner and group to hduser and hadoop resp. so that user
hduser also have access of hadoop directories.

4. Make an entry of hadoop directories like configuration , binaries etc. so that hadoop
command will be made accessible through bash shell from any location.
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ing Hadoop-related commands

5. Add JAVA HOME in hadoop_env.sh script located at
/usr/local/hadoop/etc/hadoop directory.
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L

=

TS

L

Log in as hduser and Check from command line hadoop command is accessible or not,
after souring the .bashrc of user hduser.
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e Make configuration file changes for hadoop(both hdfs and yarn)
1. Configuration setting for CORE-SITE.xml under “/usr/local/hadoop/etc/hadoop”



2. Configuration Setting for hdfs-site.xml under “/usr/local/hadoop/etc/hadoop”.



MASTER IMAGE INSTALLATION

d ite.xm

3. Configuration setting for mapred-site.xml under “/usr/local/hadoop/etc/hadoop”.



HADOOP MULTINODE INSTALLATION

MASTER IMAGE INSTALLATION

4. Configuration setting for YARN-SITE.xml under “/usr/local/hadoop/etc/hadoop”.



5. Change masters file under “/usr/local/hadoop/etc/hadoop”



6.Change slaves file under “/usr/local/hadoop/etc/hadoop”
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MASTER IMAGE INSTALLATION

7. Change /etc/hosts file and make an entry of Master and slave nodes(Logging as root user), in
following ways.



8. Change hostname to hadoopmaster in /etc/hostname file (Logging as root user)
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hduser@hadoopmaster:~§ cat /etc/ho3tname

hadoopmazter

9. Reboot the system so that changes are reflected.

10. Perform and SSH to hadoopmaster(it should be prompting for password as password
less connection is already established ).




HADOOP MULTINODE INSTALLATION

SLAVE IMAGE INSTALLATION

JAVA INSTALLATION:
1. Download Java from oracle website-
http://www.oracle.com/technetwork/java/javase/downloads/jdk7-downloads-

1880260.html

2. Copy JDK(java development toolkit) tar file to Server Using Winscp

E % I_j- Synchronize | Bl @ @ @ gﬂ Queue ~ - Transfer Settings Default - & -
[ hdfs@192.168.204.137 d Mew Session
&2, C: Local Disk B = D& % hdfs - = 2 & [BFindFiles T
& (& & [w
C:\Users\db2admin\Downloads /home/hdfs
Name ° Size Type Changed * ||| Name ‘ Size Changed Rights Owner
Bl jok-7u79-linux-i586.9z 151,146 KB WinZipper 10/2/2015 11:52:51 PM . 10/2/2015 9:48:51 PM PWHF-XI-X root
| £:jdk-8ud5-windows-i5.. 180,190 KB Application 8/172015 7:54:26 PM .cache 10/2/201510:10:19 PM W hdfs
mJetSynthesys,CDurse,... 299 KB Adobe Acrobat 0.  8/16/2015 2:58:40 PM || .bash_logout 1KB 10/2/20159:48:51 PM PW-F--F-- hdfs
mJetSynthesys,CDurse,... 299 KB Adobe Acrobat 0. 8/5/2015 11:50:45 AM || .bashrc 4 KB 10/2/20159:48:51 PM - hdfs
B learningl ppt 876 KB Microsoft PowerP...  8/25/2015 9:09:19 AM L |.profile 1KB 10/2/20159:48:51 PM - hdfs
@machmeleammgfnrd.” 1190 KB Adobe AcrobatD..  8/16/2015 5:33:31 PM L |.sudo_as_admin_succ.. 0KB 10/2/201510:10:39 PM W-r--r-- hdfs
®Mainframe Design of ... 35KB  Microsoft Word D..  11/24/2013 12:31:07 PM B jok Tu79 - linuwc 15869z 151,146 KB 10/2/2015 11:52:51 PM PW-TW-F-- hdfs
B Man(ne-S470697 (1).... 1141 KR WinRAR 71P archive  11/25/2013 @:32:03 PM



http://www.oracle.com/technetwork/java/javase/downloads/jdk7-downloads-1880260.html
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G 3. Verify if JDK is successfully moved to Server location

4. Extract it to common location i.e “/usr/local”, so that it will be accessible to
all users.

5. Set the path in .bashrc profile of user(this step will be done later when user
will be created specific to hadoop installation)
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6. Either Re Login to hduser user after making above .bashrc changes to get reflected
or use” source .bashrc “ of user hduser in bash shell.Run following command to
check which version of Java is correctly installed.



ADDING USER and GROUP SPECIFIC TO BIG DATA COMPONENTS:

1. Add new group hadoop

2. Add new user named hduser and associate it with group hadoop.
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Configure SSH to create password less connection.(This will be done using RSA algo, which
will generate public(id_rsa.pub) and private(id_rsa) key .Now if this node wants to connect
with any other node using password less connection, then public key needs to be transferred to

other node)
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df=# s dus

° Enable SSH access with this newly generated password less connection keys.
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hdfs@hadoopmaster:™5 su — hduser
Password :

lduserﬁhaduupmaster:”$ cat $HDHE/.SSh/id_r3a.pub b $HDHE/.Ssh/authurized_kegs
duser@hadoopnaster: ™5

e Login to localhost using ssh and see if you are successfully able to logged in.
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e CHAGING HOSTNAME TO MASTER AND SLAVE

Note: Master will act as Namenode, while Slave as Datanode.
1. Renaming Hostname for Master as Hadoopmaster, in “/etc/hostname” file as root user.

hadoopmaster

Note: Slave will be configured later after Master completes its configuration successfully.
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a Hadoop Installation

1. Download Hadoop 2.6.1 tar image using below link-

http://www.apache.org/dyn/closer.cqi/hadoop/common/hadoop-2.6.1/hadoop-2.6.1.tar.qz

2. Extract it to common location i.e “/usr/local”, so that it will be accessible to all
users.



http://www.apache.org/dyn/closer.cgi/hadoop/common/hadoop-2.6.1/hadoop-2.6.1.tar.gz
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3. Change owner and group to hduser and hadoop resp. so that user
hduser also have access of hadoop directories.

4. Make an entry of hadoop directories like configuration , binaries etc. so that hadoop
command will be made accessible through bash shell from any location.



2\ HADOOP MULTINODE INSTALLATION

ing Hadoop-related commands

5. Add JAVA HOME in hadoop_env.sh script located at
/usr/local/hadoop/etc/hadoop directory.



UG

S
—

e

HADOOP MULTINODE INSTALLATION

SLAVE IMAGE INSTALLATION

0

=

TS

L

Log in as hduser and Check from command line hadoop command is accessible or not,
after souring the .bashrc of user hduser.
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e Make configuration file changes for hadoop(both hdfs and yarn)
1. Configuration setting for CORE-SITE.xml under “/usr/local/hadoop/etc/hadoop”



2. Configuration Setting for hdfs-site.xml under “/usr/local/hadoop/etc/hadoop”.



HADOOP MULTINODE INSTALLATION

SLAVE IMAGE INSTALLATION

d te.xml

3. Configuration setting for mapred-site.xml under “/usr/local/hadoop/etc/hadoop”.



HADOOP MULTINODE INSTALLATION

SLAVE IMAGE INSTALLATION

4. Configuration setting for YARN-SITE.xml under “/usr/local/hadoop/etc/hadoop”.



5. Change masters file under “/usr/local/hadoop/etc/hadoop”



6.Change slaves file under “/usr/local/hadoop/etc/hadoop”
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7. Change /etc/hosts file and make an entry of Master and slave nodes(Logging as root user), in
following ways.



8. Change hostname to hadoopslave in /etc/hostname file (Logging as root user)




HADOOP MULTINODE INSTALLATION

SLAVE MASTER INSTALLATION

1. Adding public key to slave hduser.




HADOOP MULTINODE INSTALLATION
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SLAVE MASTER INSTALLATION

3. FORMATTING THE HDFS FILESYSTEM VIA NAMNODE.

Before we start our new multi-node cluster, we must format Hadoop’s distributed filesystem
(HDFS) via the NameNode. You need to do this the first time you set up an Hadoop cluster.
Warning: Do not format a running cluster because this will erase all existing data in the
HDFS filesytem!

To format the filesystem (which simply initializes the directory specified by the dfs.name.dir
variable on the NameNode), run the command-




—

UG

>
T

HADOOP MULTINODE INSTALLATION

SLAVE MASTER INSTALLATION
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Background: The HDFS name table is stored on the NameNode’s (here: master) local
filesystem in the directory specified by dfs.name.dir. The name table is used by the
NameNode to store tracking and coordination information for the DataNodes

4. START HDFS DAEMON IN MASTER

Run the command bin/start-dfs.sh on the machine you want the (primary) NameNode to
run on. This will bring up HDFS with the NameNode running on the machine you ran the
previous command on, and DataNodes on the machines listed in the conf/slaves file.(after
successful run of start-dfs.sh run start-yarn.sh)
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SLAVE MASTER INSTALLATION

HDFS)
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6. At the same time check in slave machine all services running using jps-

7. CREATING HADOOP DIRECTORY FROM MASTER
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SLAVE MASTER INSTALLATION

eating a file and putting it to HDFS-

oop dis -put temp.t




| HADOOP MULTINODE INSTALLATION
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RUNNING MAPREDUCE JOB-

1.Make an entry of class path of Java in .bashrc

2. Create a directory named examples under SHADOOP_HOME, and keep
WordCount.java in that directory.

WordCount.java
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RUNNING MAPREDUCE JOB-

3. Complile and create executable jar file
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RUNNING MAPREDUCE JOB-
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RUNNING MAPREDUCE JOB-




Bytes Written=0

5. Map reduce word count example output-




HADOOP MULTINODE INSTALLATION

WEBUI-
1. Accessing Namenode (50070) at http://<masternodeip>/50070

Security is off.
Safemode is off

& files ang directories, 2 blocks =

total filesystem obj

Heap Memory used S1.18 MB of 81.5 MB Heap Memory. Max Heap Memory is o MB.

Non Heap Memory used 20.76 MBS of 20.94 MB Gommited Non Heap Memory. Max Non Heap Memory is 56 MB.
Configured Capacity: 37.15GB
DFS Used: 104 KB
Non DFS Used:
DFS Remaining:
DFS Used%:

DFS Remaining®.:

Block Pool Used:

Block Pool Used% 0%

D usages. (Min Max/stdDev): 0.00% 4 0.00% J 0.00% J 0.00%
Live Nodes 2 (Decommissiones:

Dead Nodes 0 (Decommissicned: 0}
Decommissioning Nodes o

Number of Under Replicated Blocks 2

Number of Blocks Pending Deletion o

Block Deletion Start Time




HADOOP MULTINODE INSTALLATION

WEBUI-
2. Datanode information by clicking on Live nodes.

2=

C A [ 192.168.43.112:50070/dfshealth.html#tab-datanode

Hadoop Ovenview Datanodes  Snapshot  Startup Progress  Utities

Datanode Information

In operation
Node Last contact Admin State Capacity Used Naon DFS Used Remaining Blocks Block pool used Failed Volumes Version
hadoopsiave {1 In Service 858 GB 52KB 4G8 1457 GB 2 52KB {0%) 281
hadoopmasier (192.168.43.112:5 2 In Service 8.58 GB S2KB 4108 1437GB 2 S2KB{0%) 261
Decomissioning
Under Replicated Blocks.
Node Last contact Under replicated blocks Blocks with no live replicas Infiles under construction

Hadoop, 2014.
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3. Secondary Namenode-

€« = C ff [)19216843.112:50090/status.html

Overview

Version 26.1

Compiled 2015-09-16T21:07Z by jenkins from (detached from b4d&76d)
NameNode Address hadoopmaster. 54310

Started 10/4/2015, 2:20:13 PM

Last Checkpoint Mever

Checkpoint Period 3600 seconds

Checkpoint Transactions 1000000

Checkpoint Image UR

« file:sitmp

Checkpoint Editlog UR

+ fle:impl
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WEBUI-
4. Yarn Application

Qe| =

Lagged in as: drha

All Applications

< Cluster Cluster Metrics
Apps Apps Apps Apps Containers Memory | Memory Memory VCores | \Cores \iGores Active Desommissioned Lost Unheatthry Rebooted
Submited | Pending | Running | Completed Running Used Total Reserved Used Total Reserved Nodes Node: Nodes Nodes N
0 0 0 0 0 0B 8GB 0B [ [} 0 1 0 0 0 0
Show 20 v entries Search:
D~ User @ Neme & Application Type & Queue ¢ StartTime ¢ FinishTime Ed State ¢ FinalStatus £ Progress ¢ Tracking Ul ¢ Blacklisted Nodes %

No data available in table
Showing 0 to D of D entries

Scheduler

» Tools




