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HADOOP MULTINODE INSTALLATION

1

MASTER IMAGE INSTALLATION

JAVA INSTALLATION:

1. Download Java from oracle website-

http://www.oracle.com/technetwork/java/javase/downloads/jdk7-downloads-

1880260.html

2. Copy  JDK(java development toolkit) tar file to Server Using Winscp

http://www.oracle.com/technetwork/java/javase/downloads/jdk7-downloads-1880260.html


HADOOP MULTINODE INSTALLATION

1

MASTER IMAGE INSTALLATION

3. Verify if JDK is successfully moved to Server location

4.  Extract it to common location i.e “/usr/local”, so that it will be accessible to 

all users.

5. Set the path in .bashrc profile of user(this step will be done later when user 

will be created specific to hadoop installation)



HADOOP MULTINODE INSTALLATION

1

MASTER IMAGE INSTALLATION

6. Either Re Login to hduser user after making above .bashrc changes to get reflected 

or use” source .bashrc “ of user hduser in bash shell.Run following command to 

check which version of Java is correctly installed.



HADOOP MULTINODE INSTALLATION

1

MASTER IMAGE INSTALLATION

2 ADDING USER and GROUP SPECIFIC TO BIG DATA COMPONENTS:

1.  Add new group hadoop

2. Add new user named hduser and associate it with group hadoop.



HADOOP MULTINODE INSTALLATION

MASTER IMAGE INSTALLATION

Configure SSH to create password less connection.(This will be done using RSA algo, which 

will generate public(id_rsa.pub)  and private(id_rsa) key .Now if this node wants to connect 

with any other node using password less connection, then public key needs to be transferred to 

other node)

3



HADOOP MULTINODE INSTALLATION

MASTER IMAGE INSTALLATION

Enable SSH access with this newly generated password less connection keys.4



HADOOP MULTINODE INSTALLATION

MASTER IMAGE INSTALLATION

5 Login to localhost using ssh and see if you are successfully able to logged in.



HADOOP MULTINODE INSTALLATION

MASTER IMAGE INSTALLATION

6 CHAGING HOSTNAME TO MASTER AND SLAVE

Note: Master will act as Namenode, while Slave as Datanode.

1. Renaming Hostname for Master as Hadoopmaster, in “/etc/hostname” file as root user.

Note: Slave will be configured later after Master completes its configuration successfully.



HADOOP MULTINODE INSTALLATION

MASTER IMAGE INSTALLATION

7 Hadoop Installation

1. Download Hadoop 2.6.1 tar image using below link-

http://www.apache.org/dyn/closer.cgi/hadoop/common/hadoop-2.6.1/hadoop-2.6.1.tar.gz

2. Extract it to common location i.e “/usr/local”, so that it will be accessible to all 

users.

http://www.apache.org/dyn/closer.cgi/hadoop/common/hadoop-2.6.1/hadoop-2.6.1.tar.gz


HADOOP MULTINODE INSTALLATION

MASTER IMAGE INSTALLATION

7 3. Change owner and group to hduser and hadoop resp. so that user 

hduser also have access of hadoop directories.

4. Make an entry of hadoop directories like configuration , binaries etc. so that hadoop

command will be made accessible through bash shell from any location.



HADOOP MULTINODE INSTALLATION

MASTER IMAGE INSTALLATION

5. Add JAVA_HOME in hadoop_env.sh script located at 
/usr/local/hadoop/etc/hadoop directory.



HADOOP MULTINODE INSTALLATION

MASTER IMAGE INSTALLATION

Log in as hduser and Check from command line hadoop command is accessible or not, 

after souring the .bashrc of user hduser.



HADOOP MULTINODE INSTALLATION

MASTER IMAGE INSTALLATION

Make configuration file changes for hadoop(both hdfs and yarn)

1. Configuration setting for CORE-SITE.xml under  “/usr/local/hadoop/etc/hadoop”
8



HADOOP MULTINODE INSTALLATION

MASTER IMAGE INSTALLATION

2. Configuration Setting for hdfs-site.xml under “/usr/local/hadoop/etc/hadoop”.



HADOOP MULTINODE INSTALLATION

MASTER IMAGE INSTALLATION

3. Configuration setting for mapred-site.xml under “/usr/local/hadoop/etc/hadoop”.



HADOOP MULTINODE INSTALLATION

MASTER IMAGE INSTALLATION

4. Configuration setting for YARN-SITE.xml under “/usr/local/hadoop/etc/hadoop”.



HADOOP MULTINODE INSTALLATION

MASTER IMAGE INSTALLATION

5. Change masters file under “/usr/local/hadoop/etc/hadoop”



HADOOP MULTINODE INSTALLATION

MASTER IMAGE INSTALLATION

6.Change slaves file under “/usr/local/hadoop/etc/hadoop”



HADOOP MULTINODE INSTALLATION

MASTER IMAGE INSTALLATION

7. Change /etc/hosts file and make an entry of Master and slave nodes(Logging as root user), in 

following ways.



HADOOP MULTINODE INSTALLATION

MASTER IMAGE INSTALLATION

8. Change hostname to hadoopmaster in /etc/hostname file (Logging as root user)



HADOOP MULTINODE INSTALLATION

MASTER IMAGE INSTALLATION

9. Reboot the system so that changes are reflected.

10. Perform and SSH to hadoopmaster(it should be prompting for password as password 

less connection is already established ).



HADOOP MULTINODE INSTALLATION

1

SLAVE IMAGE INSTALLATION

JAVA INSTALLATION:

1. Download Java from oracle website-

http://www.oracle.com/technetwork/java/javase/downloads/jdk7-downloads-

1880260.html

2. Copy  JDK(java development toolkit) tar file to Server Using Winscp

http://www.oracle.com/technetwork/java/javase/downloads/jdk7-downloads-1880260.html


HADOOP MULTINODE INSTALLATION

1

SLAVE IMAGE INSTALLATION

3. Verify if JDK is successfully moved to Server location

4.  Extract it to common location i.e “/usr/local”, so that it will be accessible to 

all users.

5. Set the path in .bashrc profile of user(this step will be done later when user 

will be created specific to hadoop installation)



HADOOP MULTINODE INSTALLATION

1

SLAVE IMAGE INSTALLATION

6. Either Re Login to hduser user after making above .bashrc changes to get reflected 

or use” source .bashrc “ of user hduser in bash shell.Run following command to 

check which version of Java is correctly installed.



HADOOP MULTINODE INSTALLATION

1

SLAVE IMAGE INSTALLATION

2 ADDING USER and GROUP SPECIFIC TO BIG DATA COMPONENTS:

1.  Add new group hadoop

2. Add new user named hduser and associate it with group hadoop.



HADOOP MULTINODE INSTALLATION
SLAVE IMAGE INSTALLATION

Configure SSH to create password less connection.(This will be done using RSA algo, which 

will generate public(id_rsa.pub)  and private(id_rsa) key .Now if this node wants to connect 

with any other node using password less connection, then public key needs to be transferred to 

other node)

3



HADOOP MULTINODE INSTALLATION

SLAVE IMAGE INSTALLATION

Enable SSH access with this newly generated password less connection keys.4



HADOOP MULTINODE INSTALLATION

SLAVE IMAGE INSTALLATION

5 Login to localhost using ssh and see if you are successfully able to logged in.



HADOOP MULTINODE INSTALLATION

SLAVE IMAGE INSTALLATION

6 CHAGING HOSTNAME TO MASTER AND SLAVE

Note: Master will act as Namenode, while Slave as Datanode.

1. Renaming Hostname for Master as Hadoopmaster, in “/etc/hostname” file as root user.

Note: Slave will be configured later after Master completes its configuration successfully.



HADOOP MULTINODE INSTALLATION

SLAVE IMAGE INSTALLATION

7 Hadoop Installation

1. Download Hadoop 2.6.1 tar image using below link-

http://www.apache.org/dyn/closer.cgi/hadoop/common/hadoop-2.6.1/hadoop-2.6.1.tar.gz

2. Extract it to common location i.e “/usr/local”, so that it will be accessible to all 

users.

http://www.apache.org/dyn/closer.cgi/hadoop/common/hadoop-2.6.1/hadoop-2.6.1.tar.gz


HADOOP MULTINODE INSTALLATION

SLAVE IMAGE INSTALLATION

7 3. Change owner and group to hduser and hadoop resp. so that user 

hduser also have access of hadoop directories.

4. Make an entry of hadoop directories like configuration , binaries etc. so that hadoop

command will be made accessible through bash shell from any location.



HADOOP MULTINODE INSTALLATION

SLAVE IMAGE INSTALLATION

5. Add JAVA_HOME in hadoop_env.sh script located at 
/usr/local/hadoop/etc/hadoop directory.



HADOOP MULTINODE INSTALLATION

SLAVE IMAGE INSTALLATION

Log in as hduser and Check from command line hadoop command is accessible or not, 

after souring the .bashrc of user hduser.



HADOOP MULTINODE INSTALLATION

SLAVE IMAGE INSTALLATION

Make configuration file changes for hadoop(both hdfs and yarn)

1. Configuration setting for CORE-SITE.xml under  “/usr/local/hadoop/etc/hadoop”
8



HADOOP MULTINODE INSTALLATION

SLAVE IMAGE INSTALLATION

2. Configuration Setting for hdfs-site.xml under “/usr/local/hadoop/etc/hadoop”.



HADOOP MULTINODE INSTALLATION

SLAVE IMAGE INSTALLATION

3. Configuration setting for mapred-site.xml under “/usr/local/hadoop/etc/hadoop”.



HADOOP MULTINODE INSTALLATION

SLAVE IMAGE INSTALLATION

4. Configuration setting for YARN-SITE.xml under “/usr/local/hadoop/etc/hadoop”.



HADOOP MULTINODE INSTALLATION

SLAVE IMAGE INSTALLATION

5. Change masters file under “/usr/local/hadoop/etc/hadoop”



HADOOP MULTINODE INSTALLATION

SLAVE IMAGE INSTALLATION

6.Change slaves file under “/usr/local/hadoop/etc/hadoop”



HADOOP MULTINODE INSTALLATION

SLAVE IMAGE INSTALLATION

7. Change /etc/hosts file and make an entry of Master and slave nodes(Logging as root user), in 

following ways.



HADOOP MULTINODE INSTALLATION

SlAVE IMAGE INSTALLATION

8. Change hostname to hadoopslave in /etc/hostname file (Logging as root user)



HADOOP MULTINODE INSTALLATION

SLAVE MASTER  INSTALLATION

1. Adding public key to slave hduser.

2. Login to  hduser@hadoopslave from master.



HADOOP MULTINODE INSTALLATION

SLAVE MASTER  INSTALLATION

3. FORMATTING  THE  HDFS FILESYSTEM VIA NAMNODE.

Before we start our new multi-node cluster, we must format Hadoop’s distributed filesystem

(HDFS) via the NameNode. You need to do this the first time you set up an Hadoop cluster.

Warning: Do not format a running cluster because this will erase all existing data in the 

HDFS filesytem!

To format the filesystem (which simply initializes the directory specified by the dfs.name.dir

variable on the NameNode), run the command-



HADOOP MULTINODE INSTALLATION

SLAVE MASTER  INSTALLATION



HADOOP MULTINODE INSTALLATION

SLAVE MASTER  INSTALLATION

Background: The HDFS name table is stored on the NameNode’s (here: master) local 

filesystem in the directory specified by dfs.name.dir. The name table is used by the 

NameNode to store tracking and coordination information for the DataNodes

4. START HDFS DAEMON IN MASTER

Run the command bin/start-dfs.sh on the machine you want the (primary) NameNode to 

run on. This will bring up HDFS with the NameNode running on the machine you ran the 

previous command on, and DataNodes on the machines listed in the conf/slaves file.(after 

successful run of start-dfs.sh run start-yarn.sh)



HADOOP MULTINODE INSTALLATION

SLAVE MASTER  INSTALLATION

5. Use JPS to see if all services are running successfully or not.(both YARN and 

HDFS)



HADOOP MULTINODE INSTALLATION

SLAVE MASTER  INSTALLATION

7. CREATING HADOOP DIRECTORY FROM MASTER

6. At the same time check in slave machine all services running using jps-



HADOOP MULTINODE INSTALLATION

SLAVE MASTER  INSTALLATION

8. Creating a file and putting it to HDFS-



HADOOP MULTINODE INSTALLATION

RUNNING MAPREDUCE JOB-

1.Make an entry of class path of Java in .bashrc

2. Create a directory named examples under $HADOOP_HOME, and keep 

WordCount.java in that directory. 

WordCount.java



HADOOP MULTINODE INSTALLATION

RUNNING MAPREDUCE JOB-

3. Complile and create executable jar file

4. Run mapreduce job, by providing input file as temp.txt



HADOOP MULTINODE INSTALLATION

RUNNING MAPREDUCE JOB-



HADOOP MULTINODE INSTALLATION

RUNNING MAPREDUCE JOB-



HADOOP MULTINODE INSTALLATION

RUNNING MAPREDUCE JOB-

5. Map reduce word count example output-



HADOOP MULTINODE INSTALLATION

WEBUI-

1. Accessing Namenode (50070) at http://<masternodeip>/50070



HADOOP MULTINODE INSTALLATION

WEBUI-

2. Datanode information by clicking on Live nodes.



HADOOP MULTINODE INSTALLATION

WEBUI-

3. Secondary Namenode-

.



HADOOP MULTINODE INSTALLATION

WEBUI-

4. Yarn Application

.


